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Abstract
In this paper, we present some key issues of our dialogue system for spoken language which has been designed to enable quick configurability to various applications and to apply deep syntactic and semantic analysis, discourse processing, and language generation. It features a complex semantics-pragmatics interface in the sense of (Brietzmann and Görz, 1982): Discourse and application pragmatics are considered independent from each other; user utterances affect application pragmatics in that they are translated into speech acts which, in turn, indicate a user request to the application. The system’s behaviour is specified in a special programming language interpreted by the dialogue manager. The semantics of this language is defined in terms of an extended version of DRT.

1 Introduction
Rational dialogues which are guided by Grice’s maxims of conversation serve as a communicative tool in jointly executing tasks in the application domain. We compute plans (chronologically ordered sequences of atomic actions) that devise a way to complete these tasks.
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The interpretation of new contributions and their integration into the dialogue is controlled by global factors (e.g. the assumption that all dialogue participants behave in a cooperative manner) and by local factors (e.g. the current state of plan execution). Within this framework, the paper focuses on two issues: First, how can one determine whether an utterance contributes to the execution of the current plan? Second, how do the results of such an analysis affect the reaction of the dialogue participant?

Our example scenario is an online B2B shop (Fischer et al., 2002) where one can buy boxes of different types, sizes, colours, and materials. This shop offers various functions (transactional tasks) like searching the database, selecting articles and moving them to the shopping cart. An offer can be requested, the price be negotiated, and finally the user accepts or rejects the offer. A typical dialogue is shown in figure 1.

2 The Dialogue System
The processing of utterances in our dialogue system begins with passing them to a speech recognizer. Then a syntax parser (Bücher et al., 2002) computes the semantic representation for the utterance. The dialogue manager handles the negotiation between the user and the online shop.

2.1 Natural Language Understanding
The parser works in two phases: First, it segments the output of the speech recognizer into chunks (Abney, 1991). Second, these chunks are translated into constraints on a (partial) description of
the desired system state. For that purpose, an approach motivated by dependency theory is applied, in which valencies of the syntactic head of each chunk are analyzed if they can serve as the dependent of some other chunk (its regent). Dependent and regent have to meet three classes of criteria in parallel: syntactic, semantic (is the semantic part of the valency satisfied?), and pragmatic constraints (can a constraint in the application domain be derived from the triple "regent", "thematic role", and "dependent")? For the utterance "I am looking for red boxes." (see figure 1) the parser computes the following informal information:

<table>
<thead>
<tr>
<th>Chunk</th>
<th>Semantics (informal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>customer</td>
</tr>
<tr>
<td>am looking</td>
<td>customer’s task</td>
</tr>
<tr>
<td>for red</td>
<td>involved object(s)</td>
</tr>
<tr>
<td>boxes</td>
<td></td>
</tr>
</tbody>
</table>

Based on that analysis, the DRS in figure 2 is derived as a partial description of the user’s intention. Parallel to the analysis of the content, a speech act is assigned to the utterance in order to determine its discourse-pragmatic function. The example utterance indicates a request to the application.

In order to plan an applicable system reaction to the utterance, the dialogue system first needs to find out whether there is a plan that satisfies the request. In our terminology, the request constitutes an interactive task that triggers a transactional task, as discussed in the following section.

### 2.2 Plan Generation and Execution

The content of each transactional task is viewed as a planning goal. If a plan for it can be constructed, the system reacts by executing the plan and monitoring the success of each step performed. To compute plans, we have configured the FF Planner (Hoffmann and Nebel, 2001) with plan operators that match the application. The transactional tasks that the shop performs are formalized in terms of PDDL plan operators. This approach can be generalized: All applications whose functionality can be expressed in PDDL are suited for integration into the outlined dialogue model.

After computing a plan, each atomic action in it is executed (figure 3 shows the plan for the goal in figure 2). Step by step, the dialogue manager sends atomic actions to the shop agent and requests them to be executed. In order to verify
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**Figure 2**: Pragmatics of a user utterance.

**Figure 1**: An example dialogue.

**Figure 3**: A plan representing a complex user command.
whether the plan can actually be completed, the action’s effects on the application are compared with those expected in the plan. If they diverge, a recovery strategy is initiated.

2.3 When Is a User Request Satisfied?
To keep track of the current state of a dialogue, we implemented an extended version of DRT that provides an explicit formal representation of the currently pending requests. Delegation of actions to be executed requires involved agents to give feedback about the outcome. Based on this feedback, the dialogue manager updates the processing state of each user request (i.e. it concludes if a request is satisfied or still being processed). The central idea is that a user request is satisfied if the plan assigned to it by the dialogue manager has been processed completely. However, in many cases the execution of some action may fail. In such a case, the shop agent provides the dialogue manager with an explanation about the failure in terms of a DRS that contains the preconditions of the action in the current application situation that are inconsistent with the preconditions computed in the plan. With this information, the dialogue manager tries to continue the dialogue in a way that provides as much information as possible.

As it will be discussed in more detail in section 3.2, the dialogue manager’s plans themselves about how to interact with the user can fail. Incoherent input from the user might be one cause for that, but the failure of a plan for a transactional task may force the dialogue manager as well to replan the interaction with the user.

3 Discourse and Application Pragmatics
The plan (figure 3) highlights the fact that the dialogue model presented draws a clear distinction between transactional and interactive tasks. While the first type of tasks aims at an explicit representation of the shop’s transactions, the second represents tasks the dialogue system needs in order to start the interaction with the user when the execution of a shop-control plan requires to do so.

3.1 Processing of Interactive Tasks
The interactive tasks are carried out by the dialogue system itself; they can be specified in detail in a special programming language that allows for mapping of tasks onto speech acts which, in turn, depends on the current dialogue situation. Interactive tasks determine the way in which the user contributes to the construction or execution of a plan. In general, there are three different types of contributions and thus three different classes of interactive tasks: Modifying information, querying information, and execution of actions. In cooperative dialogues, interactive tasks are completed when certain expectations depending on the class a task belongs to are met: For modification, one has to verify whether it can be performed without conflicts with the available knowledge. For querying, the queried information has to be computed. For execution, it has to be verified whether a plan can be found and executed. Depending on the type of information in the content of the interactive task – e.g. the intensional or extensional knowledge a task refers to – the knowledge about plan operators, terminological definitions, linguistic information, or the knowledge about the current dialogue and application situation can be the topic of utterances in a dialogue. In the class of dialogues discussed in this paper, interaction with the user is limited to the current situation, i.e. the system cannot learn new rules about the application.

In such an approach to dialogue, natural language utterances have two functions: On the one hand, they indicate an interactive task (e.g. by cue phrases, questions, or imperatives). On the other hand, they indicate a transactional task or information about the current situation.

The function of an utterance in the current situation must be specified in order to integrate it in a dialogue hypothesis. For this purpose, the preconditions of the hypothesis are verified both in the dialogue situation for the interactive task and in the application situation for the transactional task. Thus, the main claim of this paper is that for the interpretation of rational dialogues, it is necessary to distinguish between the current state of interaction (the dialogue situation) and the current state of the application task (the application situation).
tasks, interactive as well as transactional ones. A plan for an interactive task determines the reaction to the new contribution (see Figure 4): For building such a plan, operators that encode the global factors mentioned in the introduction are applied.

The next step in reacting to the user utterance is to execute the plan. Finally, if the execution succeeds, the completion of the reaction is signalled by ACCEPT. Like REQUEST and QUERY-IF in Figure 3, ACCEPT is a basic dialogue operation that maps interactive tasks onto (sequences of) speech acts and determines the content of utterances to be realized by the text generation module (see section 7).

Which speech acts are generated to verbalize the interactive task depends on the requirements of the dialogue situation. In human communication, the decomposition of (discourse) pragmatic goals into speech acts and their verbalization is influenced to a large extent by a number of factors like topicalization, stylistic variability, relations between dialogue participants, availability and limitations of resources, cognitive capacity, and personality of the dialogue participants (see (Carolis et al., 2000; Cassell et al., 2000)). In order to consider these factors when generating speech acts, in our system all dialogue operations are programmable.

The implementation of ACCEPT (see Figure 5) considers the cognitive capacity of the hearer. We sum up all discourse referents $t$ in contribution and compute the relevance of the contribution’s content and its cost. By relating the cost to the temporal distance to the last utterance in the dialogue, a “information speed” is calculated. If it is too high, no speech act will be generated unless ACCEPT is important enough.

This shows that in order to reach a discourse-pragmatic goal, even factors not determined by the content of a task (e.g. information speed) have to be taken into account. This issue becomes even more complex when the system is requested to explain the pragmatic reasons that lead to an utterance, e.g. to explain in detail why a transactional task or an atomic action failed. Such a behavior would be important in instructional dialogues, but it could be wrong or even dangerous when a plan has to be executed as fast as possible.

4 Building up the Discourse Structure

The preceding section explained that discourse structures result from the execution of discourse plans. The discourse structure is a graph whose edges connect interactive tasks (the nodes of the graph). As in (Grosz and Sidner, 1986), an edge between two nodes determines in which way the later interactive task contributes to the completion of the earlier one. From the viewpoint of the discourse model presented in this paper, the satisfaction-precedence relation holds between two tasks if they are subsequent steps in a plan. For instance, QUERY-IF (step 4 in figure 3) is satisfaction-preceded by REQUEST (step 2): After the online shop has found articles in its database and has presented them to the user (step 1), it requests the user to select some of them to put on the shopping cart (step 2). The shop cannot ask the user if he wants an offer (step 4) until steps 2 and 3 are completed.

The dominance relation holds between two tasks if the dominated task contributes to the completion of the dominating one. For example, all user responses are dominated by interactive tasks initiated by the system. Figure 6 shows

```plaintext
proc ACCEPT(task contrib);
drs utterance = content(contrib);
float rel=0.0, vol=0.0, speed, sda_dist;
begin
forall dr t in utterance do begin
vol := vol + consumption(utterance,t);
rel := rel + priority(utterance,t);
end;
sda_dist := time() - last_sda_time;
last_sda_time := curr_time;
speed := vol / sda_dist;
old_speed := speed;
if speed < 0.25 then utter contrib;
else if rel > 4.0 then utter contrib;
end;
Figure 5: Implementation of ACCEPT
```

1: FIND-PLAN BUY P
2: EXECUTE-PLAN P
3: ACCEPT BUY

Figure 4: Discourse plan for our example.
(Interactive tasks are written in **boldface**.)
5 Logical and Discourse Relations

Let us assume that boxes and containers are two different types of articles, therefore the user does not choose any article from the proposed selection with User\textsubscript{2a}. Hence, the goal for User\textsubscript{2a} is incompatible with the plan for User\textsubscript{1}. Neither satisfaction-precedence nor dominance holds between System\textsubscript{2a} and User\textsubscript{2a}.

In a situation like this it is useful to analyze relations that eventually hold between the transactional tasks assigned to User\textsubscript{1} and User\textsubscript{2a}. The implementation of the online shop may allow other relations than satisfaction-precedence which implies that the first task should be completed before the second one can start. If the shop is capable of presenting multiple windows for several selections at the same time, it can handle two or more transactions concurrently.

Concurrent execution of plans can be modelled with the help of the planner presented in section 2.2. Actually, the planner computes a partial order of actions that need to be executed to achieve the corresponding goal: A step in the plan may imply the execution of one or more actions; in the latter case, all the specified actions will be executed in parallel. Consequently, if one wants to test whether two interactive tasks are connected by the relation in-parallel, one has to compute a plan for the conjunction of the associated transactional tasks. If there is a plan, in-parallel eventually holds (see section 6).

Otherwise, User\textsubscript{2a} blocks the execution of the current plan. In this case, neither in-parallel nor satisfaction-precedence nor dominance correctly express the relationship between interactive tasks. As observed in (Asher and Gillies, 2003), additional discourse relations are needed if a conflict arises while integrating an utterance into the discourse structure.

In contrast to (Asher and Gillies, 2003), our approach distinguishes between discourse relations (which statically describe a state of affairs) and discourse pragmatic plans (which devise a way to proceed a dialogue): If the analysis of User\textsubscript{2a} indicates that the new contribution blocks the completion of the current plan, this conflict must be solved.

Figure 6 shows the discourse structure for
the following dialogue continuation:

**System**$_{3a1}$: You cannot browse boxes and containers at the same time.

**System**$_{3a2}$: Do you want to stop selecting boxes?

In our analysis, **System**$_{3a1}$ is dominated by **User**$_{2a}$ as it completes the associated interactive task (by indicating failure). **System**$_{3a2}$ satisfaction-precedes all utterances, since without an answer, the system cannot decide how to complete the pending transactions. In ASHER’s terms, a correction relation would hold between the dialogue steps **User**$_{2a}$ and **System**$_{3a1}$. In our view, however, CORRECTION is the underlying interactive task (see figure 7). CORRECTION has been performed because an adequate discourse-pragmatic plan was found, which allowed the dialogue system to ask the user for information; this is done in-parallel to the pending query **System**$_{2a2}$, in which the user is asked to choose from the presented items in the shopping cart. Basically, ASHER’s and our analysis do not differ. However, the distinction between relations and tasks is better suited for an efficient implementation of a dialogue model that allows for analysis and generation of dialogue turns.

The user can react to the system’s attempt to resolve the blocking of the plan by saying

**User**$_{3a}$: Yes.

This results in cancelling the blocked plan, the discourse structure related to this decision is shown in figure 8. Now, the dialogue system is able to complete its plan. A plan that satisfies the transactional task of **User**$_{3a}$ can be computed and executed (see **System**$_{3}$ in figure 1).

6 Deciding how to React

Depending on certain constraints in the application situation, when expectations of interactive tasks are not met, the logical relation between the associated transactional tasks may lead to an ambiguous discourse relation between a new contribution and the previous dialogue.

In this case, a decision has to be made: which of the possible interpretations should be chosen? This decision is based on a valuation of the options in the current situation. Figure 9 shows how these options are scored. Three factors are taken into account: First, the type of the interactive task expr($H$) does not meet the expectation evoc($A$) of the task $A$ whose plan is currently executed. Second, the transactional tasks associated with $A$ and $H$ can be executed concurrently, and, third, $A$ should be a good anchor for $H$ (ideally, $A$ is the current focus). Based on this computation, the following decision rule is applied:

$$\text{relation}(H, A) = v \leftrightarrow v = \arg\max_x V(x|H, A)$$

$$x \in \{\text{in-parallel, Blocking}\}$$

This rule selects the hypothesis with the best valuation. If there is no unique $v$, then a
Figure 8: Discourse structure after the blocking of the plan has been resolved

\[ V(\text{in-parallel}|H, A) = V(\text{expr}(H) \neq \text{evoc}(A)|H, A) \cdot \text{Does task type match expectations?} \]
\[ V(\text{parallel}(A, H)|H, A) \cdot \text{Can transactions run in parallel?} \]
\[ V(\text{anchor}(A, H)|H, A) \cdot \text{Is } A \text{ a good anchor for } H? \]

\[ V(\text{Blocking}|H, A) = V(\text{expr}(H) \neq \text{evoc}(A)|H, A) \cdot V(\text{blocked}(A, H)|H, A) \cdot V(\text{anchor}(A, H)|H, A) \]

Figure 9: Valuation of discourse relations

CLARIFICATION is started which generates a query in which the user is asked to choose an alternative:

**System**₃₃₃: Do you want to browse boxes and containers at the same time?

This example shows that blocking in a discourse pragmatic plan is handled in analogy to the blocking of a transactional task. The dialogue model allows that information from the dialogue situation becomes the topic of utterances and discourse pragmatic tasks are associated to interactive ones.

7 Verbalizing the Discourse Structure

After building the DRS for **System**₃₃₃, it is communicated to the user. This is done by a separate natural language generation (NLG) component which converts an input DRS (encoded in XML) into sentences. In principle, this task is the reverse of analyzing user utterances. For practical reasons, however, we decided to implement the NLG component in a different way. Nevertheless, linguistic and pragmatic resources initially designed for analysis are used in our NLG component as well. Our approach to NLG relies on a hybrid combination of canned text, shallow, and deep generation (Klarner and Ludwig, 2004). It uses templates which can also be generated by the deep generation branch, an extended version of bottom-up generation (van Noord, 1990). Once generated, the templates are stored for further use by the shallow generation module. The generated template for **System**₃₃₃ is displayed in figure 10. It contains a **Token** with an XPath entry matching the appropriate part of the XML input structure and a bracketed reference to this **Token**. The parts in brackets indicate a possible enumeration of direct objects in the template sentence.

8 Related Work and Conclusions

The presented dialogue system differs from others in three key issues: First, planning and processing of discourse and application are kept separate. This allows for a plug-and-play architecture. Consequently, the functionality of the application can be modified without affecting the discourse model and vice versa. In (Allen et al., 2001) an architecture is described that integrates planning and discourse more closely and therefore seems to be less flexible. In systems like (Lamel et al., 1998), a dialogue strategy is hardwired in the dialogue
manager’s kernel. In our system, however, a dialogue designer may modify an existing strategy or even add new strategies during the configuration. In this way, non-linguistic factors of interaction (e.g. user emotions) may influence the system’s dialogue behaviour. Whereas these aspects are discussed in isolation in the literature, our system provides a platform for integrating them under real-time conditions. Second, our system applies deep processing to parsing as well as to generation. Third, dialogue coherence is determined by analyzing the content of contributions to the dialogue with the help of a partial logic (Abdallah, 1995): For each new utterance, the dialogue manager determines how it contributes to the completion of one of the currently active plans. Hence, the dialogue model extends the information state approach of (Larsson, 2002). Coherence in our dialogue model is not limited to the expressiveness of finite automata, but is defined as a contribution to a plan — a feature that is not found in other configurable systems such as GALAXY (Seneff et al., 1998).
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